Collecting Better Training Data using Biased Agent Policies in Negotiation Dialogues
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Abstract. When naturally occurring data is characterized by a highly skewed class distribution, supervised learning often benefits from reducing this skew. Human-agent dialogue data is commonly highly skewed when using standard agent policies. Hence, we suggest that agent policies need to be reconsidered in the context of training data collection. Specifically, in this work we implemented biased agent policies that are optimized for data collection in the negotiation domain. Empirical evaluations show that our method is successful in collecting a reasonably balanced corpus in the highly skewed Job-Candidate domain. Furthermore, using this balanced corpus to train a negotiation intent classifier yields notable performance improvements relative to naturally distributed data.
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1 Introduction

Various real-world datasets have highly skewed class distributions. Such skew presents a major challenge to supervised learning systems [2]. For example, consider an outlier class detection task, as in the detection of oil spills in satellite radar images [13], or the detection of fraudulent telephone calls [9]. In such tasks, more than 99% of the data could be labeled as ‘normal’, and hence a classifier trained to optimize prediction accuracy on this data, may achieve 99% accuracy by simply predicting ‘normal’ at all times, yet fail to achieve its real goal of detecting the outlier instances.

To better reflect performance on skewed datasets, alternative measures to accuracy are used, such as precision, recall and F1, and various strategies were developed to optimize them. While the natural distribution is considered best for optimizing accuracy, a balanced class distribution is considered better for optimizing precision and recall measures [24].

Indeed, class balancing is a prominent approach in supervised machine learning for addressing skewed datasets. One popular method is to sample the original training data set in a way that generates a more balanced sampled dataset. This is done either by under-sampling or over-sampling.
Another method is Active Class Selection, which actively selects the class labels from which training instances are to be generated.\(^1\)

Dialogue corpora typically suffer from a skewed distribution of the classes representing the intents expressed in each utterance. This is reported, for example, as a major cause of misclassification in the ATIS corpus [23]. The skew typically hurts classification performance on low frequency intents, whose correct detection by automated agents is nevertheless critical for the dialogue’s successful progress.

In this work, we propose to bias the policies of the automated agent when collecting a dialogue training set, in order to obtain a more balanced intent distribution. We apply our approach to a chat-based human-agent negotiation dialogue system in the Job-Candidate domain. To make the collection process as similar as possible to the expected human-agent interaction, we collect it using this same system, following the Wizard-of-Oz (WOZ) approach. Under this approach, a human ‘wizard’ maps the natural language utterances of the human user into the semantic language of the automated agent, thereby facilitating the online collection of the corpus without requiring an automated natural language understanding (NLU) component, which is yet to be trained [8]. While highly effective, this data collection procedure is also unfortunately very expensive and time-consuming to perform. Therefore, we focus on exploiting a typical relatively small train set size.

To solicit the low-frequency intents from the human user, while keeping the dialogue flow as natural as possible, we employ two techniques: (1) During dialogue, we dynamically modify the agent’s policies to increase the probability of low-frequency response types from the human user (e.g. make a ‘good’ offer in order to solicit an ‘Accept’ response); and (2) We ask the human user to rephrase their last utterance of a low-frequency intent. Our empirical evaluations show that a standard SVM classifier trained over our biased corpus notably outperforms a naturally distributed baseline of the same size, as well as biased corpora generated by using standard under-sampling and over-sampling techniques.\(^2\)

2 Negotiation Dialogue System

Dialogue System Architecture Our chat-based negotiation dialogue system is based on the NCAgent negotiation agent [18], as described in Figure 1. It includes the following components: (1) Natural Language Understander (NLU) - maps natural language human utterances to a labeled semantic representation. (2) Dialogue Manager (DM) and Agent - the DM keeps track of the dialogue state and maintains conversation flow, while the Agent makes the negotiation decisions. (3) Natural Language Generator (NLG) - translates Agent statements to natural language utterances.

\(^1\) Active Class Selection is not to be confused with Active Learning [22]. The latter chooses the training instances that should be manually labeled, while the former selects the class labels from which training instances should be generated [16].

\(^2\) Our code is freely available at: https://github.com/vaskonov
While our approach should be broadly applicable to the negotiation domain, in this work we applied it specifically to the Job-Candidate sub-domain, which was used in several previous works [15,17,12]. This domain is compatible with Genius\(^3\), a general platform for negotiation agents, which was also adapted by the Automated Negotiating Agents Competition (ANAC) as the official competition platform [14,1]. Our research concentrates on the technique that will allow anyone to collect a small and a well-balanced training set for any Genius-compatible domain with minimal efforts.

The negotiation takes place between an employer and a candidate. In our experiments the agent is always the candidate, while the human is the employer. The goal of both sides is to reach a consensus on several issues in order to sign a hiring agreement, while optimizing their own score objective.

The list of issues, denoted as attributes, with their corresponding values can be found in Table 1. Each party to the negotiation is given a scorecard representing their subjective utilities for each attribute. The negotiation dialogue comprises the exchange of one or more of the following intents in each utterance: Offer, Accept, Reject, Query, Greet, Quit, where all but the last two are considered crucial for maintaining the dialogue flow. This list of the possible intents was defined in [19].

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salary</td>
<td>60.000 USD, 90.000 USD, 120.000 USD</td>
</tr>
<tr>
<td>Working hours</td>
<td>8 hours, 9 hours, 10 hours</td>
</tr>
<tr>
<td>Leased car</td>
<td>With leased car, Without leased car, No agreement</td>
</tr>
<tr>
<td>Pension fund</td>
<td>0%, 10%, 20%, No agreement</td>
</tr>
<tr>
<td>Promotion possibilities</td>
<td>Fast promotion track, Slow promotion track, No agreement</td>
</tr>
<tr>
<td>Job position</td>
<td>QA, Programmer, Team manager, Project manager</td>
</tr>
</tbody>
</table>

Table 1: The list of JobCandidate’s attributes and their possible values

The NegoChat Corpus The NegoChat negotiation corpus was collected in the Job-Candidate domain using the NCAgent [12]. The NegoChat corpus comprises of 100 dialogues with 1409 human utterances. Each utterance in this corpus is labeled

\(^3\) http://ii.tudelft.nl/genius/
with one or more intent and an associated issue and value. For example, the
utterance “I offer you a pension of 10%” is labeled as (intent=Offer, issue=Pension
fund, value=10%).

Some utterances can be labeled by intents and issues only, for example, “I ac-
cept the suggested salary” is labeled as (intent=Accept, issue=Salary), while some utterances can be labeled by intents only, “I reject your offer” (intent=Reject).
Query is a special intent that can be used to ask an opponent for a preferred
value of a specific issue or an entire offer. For example, the utterance “What
position are you looking for?” is labeled as (intent=Query, issue=Job position)
and the utterance “What is your offer?” is labeled as (intent=Query).

The intents are considered domain-independent, while the attributes and
values are specific to the particular type of a negotiation domain.

Despite the limited number of intents, the suggested semantic language covers
93% of the human utterances, collected in previous experiments [12]. Among
the uncovered utterances there are emotional expressions like “Welcome to the
company”, and utterances without any negotiation content “Here’s an offer, take
a look”. Possible extension to the semantic language can be found in [12].

The ‘natural’ column in Table 2 shows the highly skewed distribution of the
recorded intents in the NegoChat corpus.

<table>
<thead>
<tr>
<th>Intent</th>
<th>natural count</th>
<th>biased with rephrase count</th>
<th>biased no rephrase count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offer</td>
<td>840</td>
<td>163</td>
<td>137</td>
</tr>
<tr>
<td>Accept</td>
<td>237</td>
<td>200</td>
<td>130</td>
</tr>
<tr>
<td>Reject</td>
<td>241</td>
<td>102</td>
<td>78</td>
</tr>
<tr>
<td>Query</td>
<td>74</td>
<td>26</td>
<td>14</td>
</tr>
<tr>
<td>Greet</td>
<td>29</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Quit</td>
<td>18</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2: The distribution of intents.

3 Dialogue Biasing Strategies

We propose the following strategies for biasing the course of a negotiation dialogue
with the goal of collecting a more balanced training corpus.

3.1 Manipulating Agent Policies

‘Offer’ is the most common intent in our domain by a large margin, while the
‘reactive’ intents, namely ‘Accept’ and ‘Reject’, are comparatively rare. This is
mainly because users do not tend to accept the first offer in a negotiation, and
frequently respond to an offer with a counteroffer instead of explicitly rejecting it. To increase the proportion of the reactive intents relative to ‘Offer’ in the human utterances, we perform the following manipulations in the automated agent policies. First, the agent does not respond with an ‘Accept’ to an offer made by the user, but rather makes an offer regarding a different issue, as long as there are other issues that have not yet been discussed. With this strategy the agent takes more of an initiating role, pushing the human into a reactive position. Second, when making an offer, the agent makes a decision whether to solicit either an ‘Accept’ or ‘Reject’ response, by sampling a Bernoulli distribution, with \( p(Accept) = \frac{N_{Reject}}{N_{Reject} + N_{Accept}} \), where \( N_x \) is the number of responses of type \( x \), already recorded in the current dialogue.

When soliciting a ‘Reject’ response, the agent makes an offer according to its ‘regular’ policies, but when soliciting an ‘Accept’ response, it chooses a value which optimizes the user’s objectives, or in other words it makes a ‘good’ offer. This aims to balance the distribution between the ‘Accept’ and ‘Reject’ utterances.

### 3.2 Rephrasing Requests

As an additional simple strategy to solicit less-frequent intents, we used rephrasing requests. At each point in the dialogue where the user’s utterance includes any intent but the most frequent one up to that point, the agent asks for a rephrase by uttering something like: “I didn’t understand your last sentence, please rephrase it in other words”.

The rephrasing strategy has a major limitation, since for asking a human to rephrase an utterance of an underrepresented intent, the human should first proactively express this intent. Therefore, the rephrasing component is used along with the previous strategy of manipulating the agent’s policies.

Yet, we cannot use the rephrasing strategy without any limit, since at some point the human participant will get annoyed by an agent repeatedly asking to rephrase every utterance. Therefore, the agent refrains from asking consecutively for rephrases of the same intent type. The rephrasing component is thus used as an additional opportunity to achieve more utterances of the under-represented intents. The contribution of the rephrasing component to the intent classification is explored in Section 4.2. The success rate of soliciting rephrases for intent type is presented in Section 5.

### 4 Evaluation and Results

We used several methods to generate different training datasets, then used them to train respective supervised intent classifiers and finally compared the performance of the different classifiers using the very same test corpus. We note that while the generated training datasets may (intentionally) not reflect the natural course of dialogues, the shared test dataset was generated in the ‘natural’ setting. We report learning curve performance, where we plot F1-measure results as a function of an incrementally growing train set size and focus on small train set sizes.
4.1 Generated Training Corpora

The following training datasets were compared:

**Natural** The 100 NegoChat dialogues collected in [12] were used as the naturally distributed dataset.

**Over/Under-sampled** We used over/under sampling to generate a balanced training dataset from the natural dataset. The over-sampling method randomly re-samples the utterances of all but the most frequent intent, until obtaining a fully balanced training set. The under-sampling method, instead, randomly discards utterances of all but the least frequent intent to reach a balanced distribution [10]. We re-sampled the naturally distributed train set at every point in the learning curve, while reporting the original number of the utterances at every point.

**Biased** To collect biased dialogues according to our method, we recruited 30 English speakers on Amazon Mechanical Turk (AMT) [5] and collected 30 biased dialogues comprising of 356 human and 392 agent utterances. To estimate the contribution of the rephrasing component, we performed an ablation test, where we compared the performance between the biased set with rephrases and the biased set without rephrases.

An example of an annotated dialogue appears in the Appendix.

The intent distributions of the datasets generated by the natural and biased methods appears in Table 2 (the over/under-sampling methods are fully balanced). As an initial result it can be seen that our biasing method is indeed effective in largely balancing the skewed intent distribution even without using the rephrase component.

4.2 Intent Classification

We used an SVM [20] for intent classifier [23] to evaluate the effectiveness of the compared train sets. The classifier converts the text of an utterance into a set of input features. As input features to the classifier we used unigrams and context features. The context features indicate how the issues and the values, found in the human’s utterance, were used in the previous agent’s utterance. The insight behind the context features is that in order for a human to ‘Accept’ some issue, the issue should be ‘Offer’ed by an agent in previous turns, and similarly for ‘Reject’. Contextual intent prediction was explored in detail in [3]. At the end of the preprocessing, we discard the parts of the text that describe the issues and their values (as identified by the rule-based component), in order to let the classifier focus more easily on the words that express intents.

We compared the performance of the main\(^5\) intents of the above train sets with a 10-folds cross validation experiment, as follows. The natural dataset was divided into 10 folds with 10 dialogues in each. Each time, a single fold was

---

\(^4\) we used the LibSVM implementation [7].

\(^5\) ‘Greet’ and ‘Quit’ intents were not included as they are rare and often completely missing in a dialogue.
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Figure 2: F1 performance measures of intent classification.

designated as the train set and the remaining nine folds as the test set. To make a fair comparison with the other methods, we kept the exact same nine folds of natural data as test set, while replacing only the training data per each method. For the over and under sampling methods, we applied these methods to balance the original natural train fold. For our biased method, we randomly sampled each time $10$ dialogues from our $30$ biased dialogues as the train set. We repeated this procedure $10$ times and report the mean F1 results.

Figure 2a shows the macro average F1 results as a function of the number of manually labeled utterances used to train the classifier. As seen, the classifier trained on our biased dialogues notably outperforms all other baselines, and it seems that this advantage is gained even without the rephrase component. On the other hand, the over/under-sampling methods do not seem effective in improving performance over the natural baseline.

Macro-average measures give equal importance to classes of different frequencies (in the test set). For completeness, in Figure 2b we also report performance using the micro-average measure, which gives more weight to frequent classes [21]. As seen, the micro-average performance of our biasing method is almost identical to that of the natural baseline. In both cases, the performance of the natural distribution is almost identical to the one of the oversampled distribution.

By definition, the oversampled set of utterances contains the entire set of the available utterances plus some duplicates of the rare classes utterances. The results seem to indicate that in our case, where the training set is small, adding duplicated instances is less likely to influence class separability, therefore the performance of the oversampled baseline is almost identical to the performance of the natural distribution.
On the other hand, the size of the under-sampled set of utterances is always smaller than the size of the original natural set, when it is unbalanced. Specifically, the size of the under-sampled set equals the number of classes times the number of the instances of the least frequent class. In our case, almost every fold of the under-sampled set ends up with few instances of each class, even though the original naturally-distributed set has tens of utterances. Interestingly, while using under-sampling and computing learning curves, we observed some instability of the learning behavior. In our case, the least frequent intent is ‘Query’. When the first ‘Query’ utterance occurs at the late steps of the learning curves it resets the counters of the other intents to one, which explains the unstable form of the under-sampling learning curve. It was shown previously that under-sampling is not a very useful scheme in case of small training sets, when it omits a lot of useful training instances [11].

Figure 3 shows F1 results for the individual intents. The biased dialogues attained better performance on all intents.

5 Analysis

In Table 3 we analyse the effectiveness of our method to solicit an ‘Accept’/‘Reject’ response as described in Section 3.1. As expected, soliciting an ‘Accept’ response by having the agent adopt the human objectives is mostly successful. However, in the opposite case, rather than responding with a ‘Reject’ the human user mostly reacts with another ‘Offer’, mostly a counteroffer.

<table>
<thead>
<tr>
<th></th>
<th>solicit ‘Accept’</th>
<th>solicit ‘Reject’</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offer</td>
<td>11</td>
<td>58</td>
</tr>
<tr>
<td>Accept</td>
<td>88</td>
<td>23</td>
</tr>
<tr>
<td>Reject</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>Query</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3: The distribution of user intents in response to our ‘Accept’/‘Reject’ solicitation (%).

The success ratio in soliciting a rephrase of the intent in the last human utterance is shown in Table 4, where columns show desired intents and rows show actual responses. Interestingly, asking a rephrase for a ‘Reject’ is not very successful. A closer look at the data reveals that this is because in such cases the human chooses to respond with an ‘Offer’ instead.

In order to measure the degree of balancing achieved through both biasing and rephrasing vs. biasing only, we calculated the total variation distance from the uniform ‘balanced’ distribution. The total variation distance between two probability distributions P and Q is defined as [6]: $\delta(P,Q) = \frac{1}{2} \sum_x (|P(x) - Q(x)|)$. We found that, the distance between the uniform distribution and the distribution of the biased set without rephrases is slightly smaller than the distance for the
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Fig. 3: F1 performance of intent classification.

<table>
<thead>
<tr>
<th></th>
<th>Offer</th>
<th>Accept</th>
<th>Reject</th>
<th>Query</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offer</td>
<td>100</td>
<td>0</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>Accept</td>
<td>0</td>
<td>94</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Reject</td>
<td>0</td>
<td>0</td>
<td>48</td>
<td>0</td>
</tr>
<tr>
<td>Query</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>89</td>
</tr>
</tbody>
</table>

Table 4: The success rate in soliciting a rephrase for a target intent (%)

A biased dataset with rephrases. This means that the rephrasing strategy does not contribute to the degree of balancing obtained by the biased distribution.
6 Conclusion

The skewed class distribution in dialogue corpora and the high cost associated with collecting them are critical challenges in successfully training supervised NLUs for dialogue agents. In this work we proposed to bias the policies of the agent when collecting training data in order to reduce this skew. Evaluation in our negotiation domain yielded notable improvement in supervised intent classification performance. To the best of our knowledge we are the first to introduce the concept of biasing the course of a dialogue in the interest of collecting a more effective training corpus. We believe that there is a good potential for further research on this direction, and make our biased corpus and code publicly available to promote such research. We observed that the agent with the proposed biasing approach cannot completely gain initiative in the course of the negotiation dialogues, since in most cases a human takes initiative by providing counteroffers. Therefore, future work should explore more advanced methods for gaining initiative in negotiation dialogues.

Further, even thought in our work the rephrasing strategy did not improve performance, we believe that by exploring different rephrasing strategies [4] we may achieve better performance.
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Appendix: An example of an annotated dialogue

```json
[
    { "role": "Agent", "data": "Hello, I would like to discuss the issues of my contract." },
    { "role": "Agent", "desired intent": "Reject", "input": "I am willing to have a position of project manager", "output": { "Offer": { "Job Description": "Project Manager" } } },
    { "role": "Human", "input": { "text": "I agree" }, "output": { "Accept": true } },
    { "role": "Agent", "data": "I didn’t understand your last sentence, please rephrase it in other words" },
    { "role": "Human", "input": { "text": "I accept this position" }, "output": { "Accept": "Job Description" } },
    { "role": "Agent", "desired intent": "Reject", "input": "I am expecting a salary of 120,000", "output": { "Offer": { "Salary": "120,000 USD" } } },
    { "role": "Human", "input": { "text": "I was thinking more like 90,000" }, "output": { "Offer": { "Salary": "90,000 USD" } } },
    { "role": "Agent", "desired intent": "Reject", "input": "I am expecting a pension of 20%", "output": { "Offer": { "Pension Fund": "20%" } } },
    { "role": "Human", "input": { "text": "pension at 20% is fine" }, "output": { "Accept": { "Pension Fund": "20%" } } },
    { "role": "Agent", "data": "I didn’t understand your last sentence, please rephrase it in other words" },
    { "role": "Human", "input": { "text": "You can get a pension of 20%" }, "output": { "Accept": { "Pension Fund": "20%" } } },
    { "role": "Agent", "desired intent": "Accept", "input": "I would like a workday of 10 hours", "output": { "Offer": { "Working Hours": "10 hours" } } },
    { "role": "Human", "input": { "text": "10 Hour work day is great, i agree" }, "output": { "Accept": { "Working Hours": "10 hours" } } },
    { "role": "Agent", "desired intent": "Reject", "input": "I would like a company car", "output": { "Offer": { "Leased Car": "With leased car" } } }
]
```