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Abstract
This paper compares three transfer-learning approaches to response selection in dialogs, as part of the Dialog System Technology Challenge 7 (DSTC7) Track 1. In the first approach, Multi-Turn ESIM+ELMo (MT-EE), we incorporate pre-trained contextual embeddings into a sentence-pair model that was originally designed for natural language inference. In the second approach, we fine-tune the Generative Pre-trained Transformer (OpenAI GPT) model. In the third approach, we fine-tune the Bidirectional Encoder Representations from Transformers (BERT) model. Our results show that BERT performed best, followed by the GPT model and then the MT-EE model. We also discuss the relative advantages and disadvantages of each approach. The submitted result for Track 1 (MT-EE) placed second and fifth overall for the Advising and Ubuntu datasets respectively.

Introduction
The Dialog Systems Technology Challenges (DSTC) have been conducted since 2013 to advance the state of the art in dialog systems. This year, three tracks have been introduced for DSTC7: (1) sentence selection, (2) sentence generation, and (3) audio visual scene-aware dialogs (Yoshino et al. 2018). In this paper, we focus on the first track (sentence selection), where the goal is to pick the next utterance in a partial dialog given a set of candidate responses.

We present three approaches to solving this task. In the first approach, we adapt ESIM (Enhanced Sequential Inference Model), which was designed for natural language inference at the sentence level (Chen et al. 2017), to a dialog setting by introducing a multi-turn aggregation scheme. We also incorporate ELMo (Embeddings from Language Models) pre-trained contextualized embeddings into this model (Peters et al. 2018). We refer to this approach as Multi-Turn ESIM+ELMo (MT-EE) throughout this paper.

For the second and third approaches, we apply two pre-trained end-to-end models: the Generative Pre-trained Transformer from OpenAI (OpenAI GPT) (Radford et al. 2018), and the Bidirectional Encoder Representations from Transformers (BERT) model (Devlin et al. 2018). The results from these two models were not submitted to the competition; BERT was released after the challenge ended, and the OpenAI model was released after the June 1 deadline specified in the challenge rules.

In the following sections, we outline the challenge task, discuss related work, describe our methodology in detail, and present a comparative analysis.

Table 1: Subtasks in DSTC7 Track 1

<table>
<thead>
<tr>
<th>No.</th>
<th>Subtask Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Select the next response from a set of 100 choices that contains 1 correct response (applies to both datasets)</td>
</tr>
<tr>
<td>2</td>
<td>Select the next response from a set of 120,000 choices (applies only to Ubuntu data)</td>
</tr>
<tr>
<td>3</td>
<td>Select the next response(s) from a set of 100 choices that contains between 1 and 5 correct responses (applies only to Advising data)</td>
</tr>
<tr>
<td>4</td>
<td>Select the next response or NONE from a set of 100 choices that contains 0 or 1 correct response (applies to both datasets)</td>
</tr>
<tr>
<td>5</td>
<td>Select the next response from a set of 100 choices, given access to an external dataset (applies to both datasets)</td>
</tr>
</tbody>
</table>

Task Description
Track 1 of DSTC7 includes five subtasks, each of which involves selecting the next response in a dialog from a set of possible choices. As shown in Table 1, the subtasks vary in the number of candidate responses, the number of correct responses within the candidate set, and the availability of an external knowledge base.

Each subtask covers one or both of two datasets: the Advising dataset, which includes play-acted dialogs between a student and her advisor; and the Ubuntu dataset, which consists of technical support conversations. Each dataset includes partial conversation between two speakers, along with a set of choices for the next utterance. The response being chosen comes from the advisor in the case of the Advising dataset, and from the technical support provider in the Ubuntu dataset. Figure 1 shows an illustration of partial dialogs from these two datasets. The Advising dataset includes additional student profile information such as the student’s previous courses, recommended courses, and grade.
Figure 1: Examples of partial conversations in the DSTC datasets

<table>
<thead>
<tr>
<th>Advisor</th>
<th>“Hello Mingyang! Are you doing well?”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student</td>
<td>“Hi advisor. I’m doing alright. I would like some advice on which courses to take next semester.”</td>
</tr>
<tr>
<td>Student</td>
<td>“My interested area is Software Development and Intelligent system.”</td>
</tr>
<tr>
<td>Advisor</td>
<td>“you have three choices namely, EECS481 Software Engineering, EECS492 Introduction to Artificial Intelligence, and EECS381 Object Oriented and Advanced Programming.”</td>
</tr>
<tr>
<td>Student</td>
<td>“how many difficulty levels do these classes have?”</td>
</tr>
<tr>
<td>Correct Response</td>
<td>“EECS381 is not easy”</td>
</tr>
</tbody>
</table>

Examples of incorrect responses in the dataset:
- “It is highly rated in clarity.” |
- “Which classes would you like to take?” |
- “Hey, its no problem!” |
- “Glad I was of help” |
- “Is it okay if the class is large?” |
- “EECS 494 is class to consider.” |

<table>
<thead>
<tr>
<th>Participant_1</th>
<th>“Does anyone know of a good alarm clock for KDE?”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant_2</td>
<td>“try #kubuntu”</td>
</tr>
<tr>
<td>Participant_1</td>
<td>“sudo apt-get install kalarm failed. o.o q.q”</td>
</tr>
<tr>
<td>Participant_2</td>
<td>“which version of ubuntu are you running?”</td>
</tr>
<tr>
<td>Participant_1</td>
<td>“9.10. Yeah, I saw that, doing it now.”</td>
</tr>
<tr>
<td>Correct Response</td>
<td>“kalarm is in the karmic repos”</td>
</tr>
</tbody>
</table>

Examples of incorrect responses in the dataset:
- “there is java in the partner repositories” |
- “to play music and watch movies” |
- “symbolic links” |
- “then how do you know it was complete and consistent?” |
- “but. how do i activate it” |
- “instead of using #pygtk, use #python” |
- “your PCM is too high” |
- “I know exactly what you need hold on let me find it” |

level. This information may be used in all of the Advising subtasks. For Subtask 5, additional external datasets are also made available: course information for the Advising dataset, and Linux manual pages for the Ubuntu dataset.

Related Work

Various approaches have been developed for response selection in dialogs, ranging from embedding-based approaches (Lowe et al. 2015) to attentional models (Tay, Tuan, and Hui 2018). In this paper we present solutions that draw from recent work in two areas: transfer learning and sentence-pair models. We briefly describe these two areas below and discuss how they relate to the proposed solutions.

Transfer Learning and Pre-trained Models in Natural Language Processing

Using pre-trained models for transfer learning has revolutionized the field of computer vision (Mahajan et al. 2018). Practitioners have been able to take the model weights learned from a large image repository like ImageNet (Deng et al. 2009) and fine-tune them for their own image processing problems (e.g. classification, object detection, etc.). This has not only reduced the computing time and memory usage, but also increased accuracy and precision, especially when using smaller datasets.

Recently, similar approaches have been developed in the field of natural language processing (Ruder 2018). By pre-training on a large corpus on tasks such as language modeling, deep representations are generated that can serve as a starting point to a variety of NLP tasks. Examples of pre-trained models include ELMo (Peters et al. 2018), ULMFiT (Howard and Ruder 2018), OpenAI GPT (Radford et al. 2018) and most recently BERT (Devlin et al. 2018). In contrast to fixed word embeddings such as Word2Vec (Mikolov et al. 2013) or Glove (Pennington, Socher, and Manning 2014), the newer embeddings incorporate the context in which the word is used. Additionally, many of these embeddings, e.g. ELMo, are computed at the character level and can encode previously unseen words.

We incorporate pre-trained models in all approaches presented in this paper. For the MT-EE model, we use pre-trained ELMo embeddings in the lowest layer, and we learn the remaining model weights from scratch. For the OpenAI GPT and BERT models, we use the full, end-to-end architecture and fine-tune the weights to our task.

Sentence-Pair Models

Many NLP problems may be formulated as a sentence-pair prediction task (Lan and Xu 2018). For example, paraphrase identification predicts whether two sentences have the same meaning; natural language inference determines whether a hypothesis sentence can be inferred from a premise sentence; and question-answering tasks rank candidates by assigning a score to a question-answer pair. Many sentence-pair models have been developed to solve the various tasks discussed above, and recent work shows that these models are often effective across a range of tasks besides the ones they were designed for (Lan and Xu 2018).

One such sentence-pair model is the Enhanced Sequential Inference Model (ESIM) (Chen et al. 2017), which was designed for natural language inference but has also been shown to be effective for other sentence-pair tasks such as paraphrase identification and question-answering (Lan and Xu 2018). ESIM combines multiple BiLSTM layers with
a matrix attention layer to predict the relationship between two sentences. In this paper, we adapt the ESIM model to the task of response selection in dialogs by introducing a multi-turn aggregation method. The closest work to ours is by Dong and Huang (Dong and Huang 2018), which also applies ESIM to response selection but uses a different aggregation method and a custom embedding scheme.

Methodology

In this section we describe our general approach to response selection and present three specific implementations: (1) Multi-Turn ESIM + ELMo (MT-EE), (2) OpenAI GPT, and (3) BERT.

General Approach

We approach the problem of response selection by defining a matching function that measures the affinity between a dialog context (the previous utterances), and each candidate response. Specifically, we implement a matching function that computes the probability that the response is correct for the given context. We then use this matching function to rank the candidate responses for a context. To train the matching function, we first create a dataset of context-response pairs in which half of the pairs contain a response that is correct for the corresponding context (positive example), and half contain a response that is incorrect (negative example). We build this dataset from the existing dialog corpus, including both datasets. The combination of ESIM and ELMo had previously achieved state-of-the-art performance in natural language inference and continues to be one of the top algorithms in the Stanford NLI leaderboard (Bowman et al. 2015) at the time of submission.

Model Structure

An overview of the approach is shown in Figure 2. Formally, the task of sentence selection is to choose a response \( r \) from a set of candidates \( R \) given a partial dialog context \( C = \{c_1, ..., c_n\} \), where \( c_i \) is the \( i \)th utterance in the partial dialog. We denote the speakers corresponding to these utterances as \( S = \{s_1, ..., s_i, ..., s_n\} \), where \( s_i \) is the speaker for the \( i \)th utterance in the context. For each dataset, there are two possible speakers, which we refer to as Speaker 1 and Speaker 2. In the Advising dataset, Speaker 1 is the student and Speaker 2 is the advisor. For the Ubuntu dataset, Speaker 1 is the person seeking help, while Speaker 2 is the one giving advice.

Our goal is to define a matching function \( F(C, r) \) that can be used to rank each response candidate \( r \) for a given context \( C \). The first step in our approach is to compare each \( c_i \in C \) with \( r \). Here we apply the sentence-pair model ESIM+ELMo to encode a vector that represents the relationship between \( c_i \) and \( r \). Instead of directly using the ESIM outputs, which are class probabilities, we strip away the final layers and use the previous vector output. We denote this truncated model as \( ESIM^- \) and define the output vector \( v_i \) as follows:

\[
v_i = ESIM^-(c_i, r)
\]

Each vector \( v_i \) is then transformed based on the speaker \( s_i \). We do this by passing \( v_i \) through a speaker-specific residual layer with weights \( W_{s_i} \) as shown in Figure 2. We chose a residual architecture based on the intuition that most of the information is speaker-independent, and therefore the speaker effect should be an offset to the input vector rather than a complete transformation. We denote the speaker-informed output vector as \( v'_i \):

\[
v'_i = v_i + relu(W_{s_i}v_i)
\]

We then compute a weighted average of these output vectors using learned weights \( \{\alpha_i\} \), as shown in equation 3. These weights capture the varying importance of utterances based on their position within the context, as illustrated in Figure 2.

\[
v_{out} = \frac{\sum_{i=1}^{n} \alpha_i v'_i}{\sum_{i=1}^{n} \alpha_i}
\]

We apply a final layer to the weighted average to obtain the matching function \( F(C, r) \):

\[
F(C, r) = softmax(W_Fv_{out})
\]

We train this model on the binary labeled dataset described above, with cross entropy as the loss function.

\[\text{https://nlp.stanford.edu/projects/snli/}\]
Implementation Details  We implemented our model using PyTorch (Paszke et al. 2017) and the AllenNLP framework, including its implementation of ESIM (Gardner et al. 2018). We used the spaCy tokenizer (Honnibal and Johnson 2015) and additionally split words on boundaries between alpha and numeric characters. For the Advising dataset we concatenated consecutive utterances from the same speaker into a single utterance. (In the Ubuntu dataset, each turn contains just one utterance.) We also incorporated student profile information from the Advising dataset by extracting relations, e.g., whether the token matched a suggested course offering. These properties were then appended to the ELMo embeddings.

Besides batch size and learning rate, the hyperparameters for the ESIM model itself were unchanged from the original implementation. For the speaker-specific residual layers in our model, we set a dropout rate of 0.5 (Srivastava et al. 2014). We used Adam (Kingma and Ba 2014) for optimization. For the Advising dataset we limited the context size to the 4 previous turns, and for the Ubuntu dataset we used the previous 6 turns, because larger contexts yielded the same or worse performance on the validation set.

Modifications for Specific Subtasks  For some of the subtasks (see Table 1) we modified the approach described above. Details are listed below:

1. For Subtask 2, where the number of candidate responses was 120,000 rather than 100, we implemented a computationally efficient pre-filter using the Universal Sentence Encoder\(^3\) (Cer et al. 2018). We used this prefilter to identify semantically similar responses to the last two turns of the dialog and ranked them. We then used the ranked list to reduce the candidate set to 100 and then fed this smaller subset into the main model.

2. For Subtask 4, in which NONE was a valid response if we believed that the correct response was not present, we introduced a parameter \(\psi\) representing the fixed matching score for NONE. We added NONE to each pool of candidate responses and ranked it according to \(\psi\). Grid search was used to determine the value of \(\psi\) that maximized the mean of Recall@1, Recall@10, Recall@50, and MRR.

End-to-End Pre-trained Models  We also implemented two end-to-end pre-trained models: the Generative Pre-trained Transformer\(^3\) developed by OpenAI (OpenAI GPT) (Radford et al. 2018), and the Bidirectional Encoder Representations from Transformers (BERT) model\(^4\) developed by Google AI (Devlin et al. 2018).

For both models, the standard approach for sentence-pair tasks is to concatenate the two sentences, along with a separator token, into a single input sequence. We take this same approach for the present task, by concatenating context and response (and separator token). To capture the structure within the context, we also insert speaker-specific delimiter tokens between the utterances in the context: \(<\text{EOU}1>\) if the preceding utterance came from Speaker 1, or \(<\text{EOU}2>\) if it was from Speaker 2. Thus the structure is encoded through delimiters tokens rather than through a structured aggregation approach as in MT-EE.

Results and Analysis  In this section, we report results for Subtask 1 of Track 1 (see Table 1). We focus on this subtask because it allows us to compare the models for the most standard form of the response selection task. Table 2 shows the performance of the MT-EE, OpenAI GPT, and BERT models on both datasets.

\(^3\)We used a PyTorch implementation of this model: https://github.com/huggingface/pytorch-openai-transformer-lm
\(^4\)We used the BERT-Base, Cased model: https://github.com/google-research/bert
Note that the submitted result for the Advising dataset (MT-EE model) incorporates the provided student profile information. In order to provide a fair comparison with the other two approaches, which did not use the student profile data, we also ran the MT-EE model on the Advising dataset without the profile information.

Table 2: Results on DSTC test datasets for Subtask 1 (Recall@1, Recall@10, Recall@50, Mean Reciprocal Rank).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>R@1</th>
<th>R@10</th>
<th>R@50</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advising</td>
<td>MT-EE*</td>
<td>0.152</td>
<td>0.574</td>
<td>0.930</td>
<td>0.286</td>
</tr>
<tr>
<td>Advising (w/o profile)</td>
<td>MT-EE</td>
<td>0.132</td>
<td>0.512</td>
<td>0.890</td>
<td>0.252</td>
</tr>
<tr>
<td></td>
<td>OpenAI GPT</td>
<td>0.172</td>
<td>0.568</td>
<td>0.932</td>
<td>0.293</td>
</tr>
<tr>
<td></td>
<td>BERT</td>
<td>0.186</td>
<td>0.580</td>
<td>0.942</td>
<td>0.312</td>
</tr>
<tr>
<td>Ubuntu</td>
<td>MT-EE*</td>
<td>0.478</td>
<td>0.765</td>
<td>0.952</td>
<td>0.578</td>
</tr>
<tr>
<td></td>
<td>OpenAI GPT</td>
<td>0.489</td>
<td>0.799</td>
<td>0.972</td>
<td>0.595</td>
</tr>
<tr>
<td></td>
<td>BERT</td>
<td>0.530</td>
<td>0.817</td>
<td>0.978</td>
<td>0.632</td>
</tr>
</tbody>
</table>

* Submitted result.

For both datasets, BERT performs best, followed by OpenAI GPT and then MT-EE. This is consistent with results reported on the GLUE dataset (Devlin et al. 2018), in which BERT outperformed OpenAI GPT on all tasks, and OpenAI GPT outperformed all other models on several of the tasks. BERT’s performance is substantially better than the other models on both datasets. For example, if we look at Recall@1 for the Ubuntu dataset, OpenAI GPT’s improvement over MT-EE is around 2.3%, while BERT’s improvement over MT-EE is around 10.9%. One possible reason for the superior performance of both over the MT-EE model is that these models are pre-trained in an end-to-end fashion, whereas in the MT-EE model, only the embeddings are pre-trained. Another explanation is that these two models use self-attention mechanism across the entire context while the MT-EE model treats each utterance independently.

However, the MT-EE model does yield reasonable performance despite the fact that it uses components designed for a different task (natural language inference) without making changes to their internal structure or hyperparameters. This gives further evidence for the versatility and generality of sentence-pair models, building on the work of Lan and Xu (Lan and Xu 2018). A computational advantage of MT-EE is that its complexity is linear in the number of utterances, versus both the BERT and OpenAI GPT models, which have self attention layers with complexity that is quadratic in the overall sequence length (and hence number of utterances).

BERT’s superior performance over OpenAI may be attributed to differences in both architecture and pre-training methods. BERT uses a bidirectional self-attention mechanism in contrast to OpenAI’s left-to-right attention model. Accordingly, BERT is pre-trained using a masked language model, where the goal is to predict an unknown (masked) token given the left and right context, whereas OpenAI is pre-trained using a left-to-right language model. Ablation studies in (Devlin et al. 2018) suggest that the bidirectional nature of BERT plays a key role in its superior performance across a range of tasks.

In contrast to OpenAI, BERT is also pre-trained on the next sentence prediction (NSP) task, where the model is given two input sentences and must predict whether the second sentence follows the first. Like response selection, NSP is a sentence-pair task, so one would expect that pre-training on NSP would improve performance on response selection. In fact, ablation studies in (Devlin et al. 2018) show that NSP pre-training is particularly important for the QNLI answer-selection task, which is closely related to response selection.

We also performed more detailed analyses on the role of context in the three models, focusing on the Ubuntu dataset. Table 3 shows the performance of the models when using contexts of varying sizes, i.e. with a varying number of previous turns included in context. As Figure 3 illustrates, performance initially improves for all three models as more turns are added to the context, but the effect diminishes and appears to plateau around 6 to 8 turns\(^3\). Adding turns beyond...

---

\(^3\)For BERT and OpenAI GPT models, we set overall sequence
Figure 3: Plot of Recall@1 scores of MT-EE, OpenAI GPT and BERT models on Ubuntu dataset, with varying context size.

this point decreases performance in some cases. This is most evident for BERT, which achieved Recall@1 of 0.557 when using just 6 turns compared to a value of 0.530 without the turn limit, an increase of 5.1%. This suggests that more context is not always better and there may be a benefit to treating context size as a hyperparameter to optimize.

Table 4: Learned weights $\alpha_i$ over previous turns for MT-EE model on Ubuntu dataset using context size of 8 turns

<table>
<thead>
<tr>
<th>Turn Index $i$</th>
<th>Speaker 1</th>
<th>Speaker 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>0.375</td>
<td>–</td>
</tr>
<tr>
<td>n - 1</td>
<td>–</td>
<td>0.061</td>
</tr>
<tr>
<td>n - 2</td>
<td>0.251</td>
<td>–</td>
</tr>
<tr>
<td>n - 3</td>
<td>–</td>
<td>0.050</td>
</tr>
<tr>
<td>n - 4</td>
<td>0.117</td>
<td>–</td>
</tr>
<tr>
<td>n - 5</td>
<td>–</td>
<td>0.044</td>
</tr>
<tr>
<td>n - 6</td>
<td>0.118</td>
<td>–</td>
</tr>
<tr>
<td>n - 7</td>
<td>–</td>
<td>0.046</td>
</tr>
</tbody>
</table>

Table 4 shows the turn weights $\alpha_i$ learned by the MT-EE model on the Ubuntu dataset, broken out by speaker and position within the context. One observation is that higher weights are assigned to utterances from Speaker 1, suggesting the model finds that speaker’s content more informative. This is not surprising, since the target utterance (from Speaker 2) is a response to Speaker 1. Although the weights for Speaker 2’s utterances are smaller, they are still greater than zero. This makes sense as the target utterance may continue topics mentioned in Speaker 2’s previous utterances. A second observation is that the weights decrease as the distance from the target response increases. This makes sense since the most recent utterances are more likely to relate to the response.

**Conclusion**

This paper compares three approaches for response selection in multi-turn conversations as part of DSTC7, Track 1. In the first approach (MT-EE), we introduced a dialog-specific aggregation scheme that uses a position-based weighted average and speaker-specific layers to select the next response from a given set of candidates. The results generated using MT-EE were submitted for the challenge, and placed second overall for the Advising dataset, and fifth for the Ubuntu dataset. We compared these results to two end-to-end pre-trained models released after the challenge start date: OpenAI GPT and BERT.

We used transfer learning techniques for all three approaches but through different methods and pre-trained models. For MT-EE, we only used pre-trained weights for the ELMo embedding layer, and for OpenAI GPT and BERT, we used fully pre-trained end-to-end transformer models. We observed that BERT performs the best followed by OpenAI GPT; however, both are constrained in sequence length due to the fact that complexity increases quadratically with sequence length. The MT-EE model yields reasonable performance despite the fact that the underlying ESIM algorithm was designed for a different task, reflecting the versatility of sentence-pair models.

The three models presented in this paper reflect the advances in NLP transfer learning made over the course of DSTC7. Our first model, MT-EE, uses ELMo contextual embeddings, which were released a few months prior to the challenge. Within two weeks of the start of the challenge, the OpenAI GPT achieved SOTA results on a variety of tasks. Just after the challenge ended, but before the submission of this paper, BERT was released, establishing a new SOTA on all GLUE tasks. We expect that the rapid evolution of pre-trained models will continue to transform the field of natural language processing in the coming months.

For future work, we would like to perform ablation studies on the MT-EE model to determine the effect of the different components of the model, including the speaker-specific residual layers and the position-based weighted averaging. We would also like to explore hybrid models that combine the structured aggregation approach with transformer models such as BERT, in order to address the challenges of scaling the latter to very long sequences.
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